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Second-order arithmetic

» Z,: Hilbert-Bernays

> The big five:

Mi-CAo
ATR,
ACA
WKL,
RCAo

> RCA;

> Weak analysis:

BTPSA
TCA?

BTFA
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Weak Analysis

“To find a mathematically significant subsystem of analysis whose
class of provably recursive functions consist only of the
computationally feasible ones.”

Wilfried Sieg (1988)

» BTFA: Base theory for feasible analysis

Real numbers, continuous functions, intermediate-value theorem.
With (versions of) weak Kdnig’s lemma: Heine-Borel theorem,
uniform continuity theorem.

» TCA?: Theory of counting arithmetic (analysis)
Riemann integration and the fundamental theorem of calculus.

» BTPSA: Base theory for polyspace analysis U LISBOA ‘ ——



Basic set-up (fourteen open axioms)

Xe = X
x(y0) = (xy)0
x(y1) = (xy)1

xX0=y0—>x=y

xCe
x Cy0
x C yt
x0

x0

x1
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XXe=¢
xxy0=(xxy)x
Xxxyl=(xxy)x
X1T=yl =-x=y
X=c¢
xCyvx=y0
XCyvx=yl
y1

&

3

We abbreviate x < y for1 x x C 1 x y. We write x = y for

X<yAy <X
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Basic set-up (induction on notation)

We abbreviate x C* y for 3w(wx C y). A subword quantification is a
quantification of the form vx C* ¢(...) or 3x C* t(...).

Definition
A T4-formula is a formula of the form 3x < t ¢(x), where ¢ is a
subword quantification (sw.q.) formula.

Note
Tb-formulas define the NP-sets.

Definition

The theory T2-NIA is the theory constituted by the basic fourteen
axioms and the following form of induction on notation:

B(e) AVX(p(x) = ¢(x0) A (x1)) — Vx¢(X),
where ¢ € X
J uison | e



The polytime functions

» [nitial functions

Co(x) = x0 and Ci(x) = x1

Projections

Qx,y) =1 xCy;Qx,y)=0VvQ(x,y)=1
» Derived functions

By composition

By bounded recursion on notation:

f(x,e) = g(X)

f()_(,yO) = ho()_(,y, f()_(vy))\y(;,y)

f()_(7y1) = h1()_(7y7 f()_(vy))\r(;,y)v

where t is a term of the language and q|: is the truncation of g at

the length of t.

Note
We can introduce, via an extension by definitions, the polytime
functions in the theory Z?-NIA. Actually, we can see the latter theory

as the extension of a quantifier-free calculus PTCA. U ‘
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Buss’ withess theorem

Theorem
If £2-NIA- Vx3y0(x, y), where 6 € 2, then there is a polytime
description f such that PTCA + 0(x, f(x)),

Proof.
If there is a proof of Jyd(x, y) in T2-NIA, then there is a proof of the
sequent = 3Jyf(x, y) in a suitable calculus with the induction rule:

Fo(v) = A,9(v0)  T,¢(v) = A, ¢(v1)
[ d(e) = A, 4(s)

where ¢ € Zﬁ’ and v is an eigenvariable.

By a partial cut-elimination theorem, we obtain a proof whose
sequents have 3x?-formulas only. We can carry along the proof a
polytime witness for these sequents. O
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Bounded formulas

Definition

A bounded formula is a formula obtained from the atomic formulas
using propositional connectives and bounded quantifications, i.e.,
quantifications of the form 3x < t ¢(x) or Vx < t ¢(x).

These formulas define the predicates in the polytime hierarchy.

Definition
The bounded collection scheme BXL, is constituted by the formulas:

Vx < a3dyp(x,y) — IbVx < ady < bp(x,y),

where p is a bounded formula.

» A X, -formulais a formula of the form 3xp(x), where p is a
bounded formula. These formulas define the recursively
enumerable sets. ;- formulas are defined dually.

» A Ny-formula is a formula of the form Vx3yp(x, y),
where p is a bounded formula. UJ uisaoa |
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Buss’ theorem on bounded collection

Theorem
T°-NIA + B, is Mp-conservative over £2-NIA.

Proof.

Suppose that 2-NIA + BZ; - Vx3yp(x, y), where p is a bounded
formula. Then there is a proof of the sequent = Jyp(x,y)ina
suitable calculus with the collection rule:

rv<a=A3yp(v,y)
M= A,3bvx < ady < bp(x,y)

where p is a bounded formula and v is an eigenvariable.

By a partial cut-elimination argument, we obtain a proof whose
sequents are constituted by X -formulas only. We can carry along
this proof a suitable bound. E.g., if the sequent 3x0(x) = Jy¢(y)
appears in the proof, then there is a term t such that

T2-NIA F Vevx < c(8(x) — 3y < t(e)s(y))
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The second-order theory BTFA

Definition

BTFA is the second-order theory whose axioms are ¥2-NIA + B4
(allowing second-order parameters) plus the following recursive
comprehension scheme:

Vx (Fyo(x,y) « Vze(x,z)) = IXVXx (x € X < Tyd(x,y))

where ¢ is a 3¥?-formula and ¢ is a VMN4-formula, possibly with first
and second-order parameters, and X does not occur in ¢ or ¢.

Theorem
The theory BTFA is first-order conservative over Zﬁ’ -NIA + BX;.
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The second-order theory BTFA (continued)

Proof.

Given M a model of £{-NIA + BX+, consider S the set of subsets of
the domain of M which can be defined simultaneously by an

3y b-formula and a VN4-formula (with parameters). The structure
(M, S) is a model of BTFA.

We show that, for each sw.q.-formula ¢ with second-order
parameters, there are equivalent formulas ¢y and ¢n (HZQ’ and VI‘I’f,
resp.) without second-order parameters. This uses bounded
collection to deal with the closure under subword quantification.

Bounded collection is also needed to verify induction on notation.
Suppose one has ¢(g) A =¢(x), with ¢ a 2-formula. Then ¢(x) is of
the form 3y < t(x)e(x, y), with ¢ a sw.q.-formula. We get in M

yw C xvy < t(w)lps(w, y) < en(w, y)].

Now argue, using bounded collection, that we can bound the

unbounded existential quantifier in ¢y (w, y), for w and y

ranging as above. L) LisBon | e
O



Weak Konig’s lemma

Given a formula ¢(x), Tree(¢x) abbreviates:
VxVy (p(x) Ay C x — ¢(¥)) AVbIx = bo(x).
Path(X) abbreviates:
Tree((x € X)x) AVXVy (x e XAy e X = xCyVyCx).

Definition
Weak Kénig’s lemma for trees defined by bounded formulas, denoted
by ¥o-WKL, is the following scheme:

Tree(¢px) — IX (Path(X) AVx (x € X — ¢(x))),
where ¢ is a bounded formula and X is a new second-order variable.
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Another conservation result

Theorem
The theory BTFA +Xy-WKL s first-order conservative over BTFA.

Proof.

Given (M, S) a countable model of BTFA and given T a subset of the
first-order domain which is an (infinite) tree defined by a bounded
formula, it is possible to obtain a subset G of the first-order domain
such that G is a infinite path of T and

(M, SU{G}) F X%-NIA + Bx;.
(By Harrington forcing.)
One can close this structure to get a model (M, S*) of BTFA.
One can iterate this construction w? times to get a model of

BTFA +3o-WKL. D
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Harrington forcing

» Fix a countable model (M, S) of BTFA.

» The forcing conditions are given by the set T of infinite trees
defined by bounded formulas. A condition Q is stronger than a
condition T if Q is contained in T.

» The generic filter is taken with respect to definable dense sets,
where the notion of definable is sufficiently general to be closed
under quantifications over the conditions (mere second-order
definability is not enough).

» The forcing language includes constants for the elements of the
domain of M and of S, and an extra second-order constant C
(for the generic set).

» TlFxecCis 3bvw=b(we T — x C w). UJ LisBoA | s



Harrington forcing (continued)

» If G is a generic filter, then G := (G is an infinite path. This uses
the fact that, for each b in the domain of M,

Dp:={TeT:(M,S) E 31x(x =bAaxeT)}
is dense. Bounded collection is used to show this.
» That (M, S U {G}) satisfies Z2-NIA is obvious (no forcing is
needed).

» This is a weak forcing notion, i.e.,

TIF¢ if,andonlyif, YVQ< TIR<K Q(RIF ¢).

» T Ik ¢, for ¢ a Xq-formula, is a X4-formula. From the proof of this
fact, it can easily be argued that the structure o
(M, S U {G}) satisfies bounded collection. U LISBOA ‘ oE Lot



Counting and polyspace computability
The classe of polyspace computable functions is obtained by adding
to the scheme generating the polytime computable functions the
scheme of bounded recursion:
f(x,e) = 9(X)
f(x,S(¥)) = h(%, ¥, (Y1)
where S is the successr function in the lexicographic order.

The classe of counting (hierarchy of counting functions) is obtained
by adding instead the (weaker) scheme of counting:

o(%.c) {o if f(X,€) = 1

e otherwise

% _ [ S(e(x.y)) it f(x,S(y)) =1
olx. S(y) = {c()'(, ¥) otherwise
Note UJ uison | e
c(x,y)=#{w <y f(x,w) =1}



Second-order bounded variables

X!, Y9, Z": second-order bounded variables.

They have a characteristic axiom:
VXWy(y e Xt =y <t)

where y does not occur in the term ¢.

» The X'-formulas constitute the smallest class of formulas
containing the atomic formulas closed under bounded first-order
quantifications. They define the (relativized) polytime hierarchy.

» A ¥2"-formula is a formula of the form 3X!¢(X"), where ¢ is a
¥ -formula. N%'-formulas are defined dually.

» The second-order bounded formulas constitute the smallest
class of formulas containing the atomic formulas and closed
under first and second-order bounded quantifications. U LISBOA \ dnsinuoe



Common axioms
» Basic fourteen axioms and characteristic axioms.
» Bounded comprehension for o' -formulas ¢
VbIXPYx < b(x € XP & ¢(X)).

> Induction on notation for £5"'-formulas. Ordinary induction for
these formulas follows.

> Substitution scheme for =5 -formulas:
Vx < bIXZ ¢(x, X?) — 3Z9x < bd(x, Z9),

where q is a concretely presented term and ¢ is obtained from ¢
by replacing s € X? by (x, s) € Z9.
UJ LisBoA | s



The two second-order bounded theories

Definition
The theory =2"-NIA is the theory which adds to the commom axioms
induction on notation for ¥2'-formulas.

Theorem
IFE2T-NIA - Yx3y ¢(x, y), where ¢ is a ¥ -formula, then there is a
polyspace description f such that Vx¢(x, f(x)).

Definition

The theory TCA (theory of counting arithmetic) is the theory which
adds to the common axioms a counting axiom Vz3Z9Count(Z9, X#),
where q is concretely presented and Countis a Zé,’”-formula which
expresses that Z9 is the graph of the function x ~ {x <, z: x € X*}.

Theorem
IfTCAEVx3y ¢(x,y), where ¢ is a Zb '-formula, then there is a
description of a counting function f such that Vxo(x, f(x U LISBOA ‘ e
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Second-order bounded theories (continued)

Theorem

To either ):ﬁ7 T_NIA or TCA, we can add the scheme of collection for
bounded second-order formulas and get a conservative extension
with respect to sentences of the form Vx3y$(x, y), where ¢ is a
bounded second-order formula.

Lemma
The theory TCA proves bounded comprehension for AY' -formulas:

Vx < b(¢(x) < p(x)) — 3IXP¥x (x € X0 & ¢(x))
where ¢ is a ¥ -formula and ¢ is a N%"' -formula.

Proof.
Let 4(x, X!) be the biconditional ¢(x) «+ 1 € X*. Note that 1 is =2
and that TCA - ¥x < b3X'(#(x) <+ 1 € X"). By substitution, one
gets
TCA F 3Z%x < b(¢(x) < (x,1) € Z9).
UJ uisson \Eﬂf“'ﬁi%%'f‘”‘



The second-order theories

The second-order theories are framed in the language of
second-order arithmetic. Second-order bounded variables are
canonically interpreted in this language.

Definition
The theory BTPSA is the theory Zﬁ”-NIA together with the scheme of

collection for bounded second-order formulas and the following
recursive comprehension scheme:

VX (yd(x,y) <> Vzo(x, 2)) = IXVxX (X € X <> Tyo(x,y))

where ¢ is a 3x>'-formula and ¢ is a vN?'-formula.
The theory TCA? is as above, but starting with TCA.

Theorem

The theory BTPSA (resp. TCA?) is conservative over the theory

Zﬁ’" -NIA (resp. TCA) with the scheme of collection for bounded
second-order formulas. U LISBOA ‘ Ao
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The FAN, principle

Definition
The FANy principle is the schema

VX3xp(x, X) — IBVXIx < bo(x, X),

where ¢ a second-order bounded formula (possibly with parameters)
in which b does not occur. The contrapositive of FANy is known as
strict N} -reflection.

Theorem

The theory BTPSA+FAN (resp. TCA%24+-FANy) is conservative over
BTPSA (resp. TCA?) with respect to formulas without second-order
unbounded quantifications.

Proof.

A forcing argument a /la Harrington, where the forcing conditions are
infinite trees (defined by second-order bounded formulas) of bounded
sets X? (understood as encoding the “binary sequence”

of its characteristic function). L) LisBon e
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To be continued



